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Abstract

This is a call for informed debate on the ethical issues raised by the forthcoming widespread use of robots, particularly in domestic settings. Research shows that humans can sometimes become very abusive towards computers and robots particularly when they are seen as human-like and this raises important ethical issues.

The designers of robotic systems need to take an ethical stance on at least three specific questions. Firstly is it acceptable to treat artefacts – particularly human-like artefacts – in ways that we would consider it morally unacceptable to treat humans? Second, if so, just how much sexual or violent ‘abuse’ of an artificial agent should we allow before we censure the behaviour of the abuser? Thirdly is it ethical for designers to attempt to ‘design out’ abusive behaviour by users?

Conclusions on these and related issues should be used to modify professional codes as a matter of urgency.
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1. Introduction

Just because a prominent computing entrepreneur predicts ‘a robot in every home’ in the near future (Gates, 2007) or the government of a technologically advanced Asian country makes a similar commitment by 2010 (Lovelgren, 2006) does not entail that the long awaited era of the universal domestic robot is imminent. We are usually justified in treating such predictions with extreme caution. However, the technological state of the art strongly suggests that robots and some equivalent technologies will enter domestic and intimate roles in the near future.

The central claim of this paper is that there is a manifest, clear need for wide, dispassionate, and informed discussion of the ethical issues raised by the widespread use of robots and similar technology. It would be desirable to commence this discussion in the immediate future. This should not be taken as any sort of argument against such technology or its future development. Domestic robots, various sorts of household automation, and the use of Artificial Intelligence (AI) in intimate and caring roles have tremendous benefits to offer humanity. The main claim made here is a ‘call to arms’ for all involved to ensure that these technologies are introduced in as ethical a manner as possible.

The existing codes of conduct of the British Computer Society (BCS) and Association for Computing Machinery (ACM) do not cover the issues considered here. This should be rectified as soon as possible. The central claim of the paper should not be taken naively to entail the view that ethics committees or professional organizations, for example, will always provide the right answer, nor sometimes even any answer at all. This is simply not that sort of area. Similarly it would be difficult, if not impossible, at this point to delineate realistic ethical principles that were uncontroversial. However, this paper is a sincere attempt to initiate useful debate on these issues.
The paper will subsequently talk only of robots for the sake of brevity. This should be taken as including various forms of AI technology including at least smart apartments, computer-based advisors, and decision support systems. Where the precise types of technology have differing ethical consequences this will be indicated.2

Some specific ethical issues are considered in detail in subsequent sections. This is by no means an attempt to produce an exhaustive list of the ethical issues raised by robots and artificial agents. Indeed it would be unrealistic to attempt to produce an exhaustive list: many problems will emerge in comparatively surprising ways. However, the fact that we cannot predict all the ethical issues that widespread robot use will bring is no justification for ignoring those that can be reasonably foreseen. Nor is the paper an attempt to cover a representative cross section of ethical issues. The three ethical issues discussed in detail here focus specifically on the abuse of robots and artificial agents. This is an interesting and important area for consideration by both technologists and ethicists.

There are many developments – for example technological solutions for the care of the increasing elderly population of many developed countries – that should draw our attention to this area. However, the lot of a ‘robot companion’ is not necessarily a happy one. There is already empirical evidence that various forms of mistreatment of robots by humans will be common. This behaviour can be aggravated by the provision of anthropomorphic interfaces (De Angeli et al., 2006) or by placing the robot into an intimate setting (Fogg and Tseng, 1999). Such evidence is all the more worrying because this is precisely the direction in which robotic and computing technology is currently developing.

It is important to be clear that the word ‘mistreatment’ here does not imply that the robot or intelligent computer system has any capacity to suffer in the ways that we normally assume humans and some animals have. The concern of this paper is only with the sense of mistreatment implied in a statement such as: “Bill mistreats every car he owns”.

There has been considerable philosophical interest in the ethics of mistreatment of possible future artefacts which could be said to suffer in some morally relevant sense (for example Allen et al., 2000; LaChat, 1986; Torrance, 2000). However philosophically interesting such robots might be, there is little technical prospect of such artefacts being built for the foreseeable future. This paper is concerned only with the ethics of mistreatment of robots that have precisely the same lack of capacity to suffer as does a car. In everyday language we would not talk of the suffering of artefacts such as cars except in a highly metaphorical context.

An immediate reaction to this clarification might be that the mistreatment of cars is not an ethical matter. Cars are usually wholly owned. If, therefore, an owner wishes to treat his or her car particularly maliciously then they will pay for the privilege and it need not concern anyone else. We do not normally form moral judgements about the way in which people treat their own property – at least when it has no further moral consequences. In the language of moral philosophy, the statement: “You ought not to rev the engine so hard or spin the wheels.” contains a ‘prudential ought’, not a ‘moral ought’. It means nothing more than that the car will last longer if one refrains from such activities.

Some may see ethical consequences in the mistreatment of cars. For example, poor driving practice or inadequate maintenance may endanger other road users and this would rightly be condemned on moral grounds. If we exclude this possibility by considering only the case where Bill takes his car to a private race track and then proceeds to abuse and mistreat it, there may still be grounds for condemnation. The car contains a significant amount of natural resources and human labour and Bill may therefore be seen as wasteful to a degree that we might wish to condemn on moral grounds.

Now robots, considered from an ethical viewpoint, have many of the properties of cars. Since the discussion is limited to robots that have no capacity in themselves to suffer in a morally significant sense, the words ‘mistreat’ or ‘abuse’ applied to robots pick out a superficially similar set of ethical consequences to those picked out by their application to cars. We may also, for present purposes, assume that foreseeable robots will be wholly owned (by individuals or groups) who therefore acquire property rights over them. They also represent significant amounts of natural resources and human labour. If the robot is a large and expensive piece of machinery then mistreating it will entail the same ethical issues raised by Bill’s mistreatment of his car in the previous paragraph. If other humans are endangered by either Bill’s behaviour or the behaviour of a damaged robot running out of control then this is morally equivalent to poor driving practice and therefore wrong. Also, in spite of Bill’s property rights over his robot, we might want to condemn the unnecessary abuse of a large and expensive piece of machinery as wasteful, contributing to environmental damage, or as reprehensible conspicuous consumption.

However, the next section will consider some ethically important differences between robots and cars.

2. Robot companions are not just cars

If robots and cars had all their ethical properties in common then the discussion might end at this point. However, there are also some important ethical differences between cars and robots which should affect our conclusions on the central claim of this paper.

The first, and most important, ethically significant difference concerns the extent to which the robot is seen as human-like. Robots, particularly those used as artificial companions, will be significantly more human-like than cars. Let us clarify what this might mean. A robot may

---

2 Following Singer (1979) the terms moral and ethical are used interchangeably.
resemble a human along at least three distinct dimensions. The first is that of physical appearance; the second that of behaviour; and the third that of the role it is designed to fulfil. All three dimensions have ethical consequences. Designers of robots cannot escape the ethical implications discussed in this paper simply by making the robot clearly non-human along one of these dimensions.

For example, deliberately avoiding any anthropomorphism in the appearance of a robot will not enable the designer to escape the ethical issues under discussion, if it is obvious that the robot is very human-like in its behaviour. There is good reason to expect that humans will respond to it as if it were a human, albeit a very different looking one. How this is happening at present in the, perhaps rather unlikely, case of soldiers bonding with military robots in combat situations has already been observed (Garreau, 2007). Even in the case of an automated apartment which does not resemble a human along either the appearance or behaviour dimension we may still validly talk of its being human-like. This is because it is designed to fulfil an intimate caring role with respect to an individual.

How human-like we consider a robot to be is clearly a matter of degree. There may be a popular assumption that robots have to more or less completely resemble human beings – usually along the appearance and/or behaviour dimensions to raise significant ethical issues. This is not the case. Partial resemblance is sufficient to cause problems of ethical significance. The so-called ‘Turing test’ (Turing, 1950) and its modern derivatives may be misleading here. An implied goal of the Turing test is to deceive a human into thinking that they are communicating with a human when, in fact, they are communicating with an artefact.

Now in cases where a human moral agent believes for good reasons that they are dealing with another human it seems clear that their behaviour should be governed by the established ethics of human behaviour. If they are subsequently made aware of the deceit in that they were not in fact interacting with another human, that is interesting but not morally significant. It does not imply that the user’s behaviour morally should have been different in any way. However, we may well want to scrutinize from an ethical standpoint the designer’s motives for deceiving the user, especially if there is evidence of intentional deceit for reasons not in the best interests of the user. This point has been explored at length elsewhere, particularly in Weizenbaum (1984) and Whitby (1988, 1996) so will not be developed here. It would, however, clearly be an important aspect of the sort of debate for which this paper calls.

The specific ethical issues considered in this paper focus on those cases where the human knows, that they are interacting with a robot. The subsequent arguments do not depend on the human being deceived into thinking that they are dealing with anything other than an artefact.

Of course, the broad definition of robot used in this paper and the sliding scale of human-likeness mean that what humans actually know may not be clear-cut in practice. Indeed, the use of robot companions for people with known cognitive deficit (such as the elderly with brain degenerative disorders) may lead to some interesting and difficult cases. However, the existence of such interesting and difficult cases supports the central claim that there is a need for informed debate on the ethical issues involved with the introduction of such technologies.

A second ethically significant difference between cars and robots stems from the fact that cars are an established technology. Since most advanced societies already have widespread car ownership, the moral consequences of their design and use are, for the most part, in clear view. Robots are an extremely novel (though much anticipated) technology. Examination of the moral consequences of their widespread use requires a greater amount of prediction of likely development and consequences.

This second difference should not be superficially read as saying that cars have clear moral consequences, whereas those of robots are speculative. All practical moral judgements involve prediction. It is true that the degree of prediction required is greater in the case of robots but it is reasonable to expect their widespread use in the foreseeable future. With the benefit of hindsight, it is now clear that a more appropriate time to discuss the moral consequences of widespread car ownership would have been in anticipation of it actually happening (perhaps around the time that Henry Ford proposed mass production of cars in 1913). From this observation it follows that the time to discuss the ethics of the widespread availability of robot companions is now.

3. Three immediate ethical issues

As an initiation of the sort of ethical debate called for, the next sections consider three specific ethical questions that seem to be of practical relevance to robot designers. The first is to what extent do we consider it acceptable to deliberately mislead users – particularly substantially human-like artefacts? To the extent that society declare such behaviour unacceptable, we need to begin discussion on how it is to be deterred, prevented or avoided. Although it might seem appropriate to rely on legislation to do this, robot designers need to be aware of the issues and to play a role in promoting legislation that does not unnecessarily restrict the technology. They should also take an interest in how the ethical issues inform the more practical aspects of design.

The second question depends largely on the responses to the first question. To the degree that we find deliberate mistreatment of robots morally unacceptable, what ethical limits can we justly place on such behaviour? Are these...
essentially a new set of ethics, or familiar ethics applied to this field?

The third and related ethical question affects the technical design of robots and HCl (human–computer interfaces). It concerns the ethical consequences of trying to engineer out some of the problems of the first two questions. It might well be possible to design robots which behave in ways that tend not, under usual circumstances, to prompt abusive behaviour in humans. The ethical issues raised by adopting this approach to design are discussed in full in a subsequent section.

These three questions are undoubtedly ethical questions in that they ask what we ought to do in a moral sense and they are not readily resolvable by any empirical methods.

These are ethical problems to which the designers of robots and intelligent systems should pay close attention. However, the fact that these are ethical problems associated with the design of robots does not exempt other groups from moral responsibility. At the very least, governments, their appointed agents, legal opinion formers, and moral opinion formers also have responsibilities in this area.

4. The ethics of mistreating robots

Let us consider the first question: to what extent is it ethically acceptable to mistreat robots or intelligent artefacts? For present purposes we are excluding any case in which the artefact itself is capable of any genuine or morally significant suffering.

We are therefore concerned only with human (and possibly animal) moral consequences. In the previous section two ethically significant differences between the mistreatment of cars and the mistreatment of robots were observed. The first of these was that robots (and certain other types of intelligent technology) were substantially more human-like than cars. Because of this, it might be argued that a person is doing something morally reprehensible to a robot if they mistreat it in ways that we would clearly condemn on moral grounds if they were similarly to mistreat a human.

This argument needs a certain amount of unpacking. The argument that the mistreatment of anything human-like is morally wrong subsumes a number of other claims. The most obvious of these is that those people who abuse human-like artefacts are thereby more likely to abuse humans.

This claim that ‘they might do it for real’ has received a great deal of attention with respect to other technologies in recent years. The technology most relevant to the present discussion is probably that of computer games. Modern computer games provide a high (and increasing) level of realism, often employing AI technology, to provide the user with a sense of involvement in various simulated activities. Many of these activities are extremely violent. If it were the case that those who participate in such simulated violence were thereby rendered more likely to do it for real, this would be clear moral authority for preventing the use, sale, and production of such games.

Debates about the ethics of computer games are informative for the issues under discussion. Since the definition of robot used in this paper is fairly broad, it would be reasonable to assert that when gamers shoot and kill computer-based avatars containing some degree of AI, then they are abusing robots in the sense under discussion here.

From the example of computer games we can draw some conclusions relevant to the mistreatment of robots. The first is that the empirical claim that such activities make participants more likely to ‘do it for real’ will be highly contested. The competing claim is usually that the Aristotelian notion of ‘catharsis’ applies (Aristotle, 1968). This entails that by doing things to robots, or at least in virtual ways, the desire to do them in reality is thereby reduced. The catharsis claim would be that mistreatment of robots reduced the need for people to mistreat humans and was therefore morally good.

I have argued previously that the available empirical evidence is not yet clear enough to bear directly on this debate (Whitby, 1993). However, the overall trend in empirical evidence since that publication strongly suggests that regular involvement with simulated violence does in fact desensitize users to violent activities in real life. Experiment design needs to be ingenious since mere correlation tells us nothing in this area. Both experiment design and interpretation of the results remain controversial but the balance of evidence is worrying (see, for example, Anderson and Bushman, 2001).

In spite of this trend in evidence, controls on the design of computer games are weak and the realism of violence continues to increase. This suggests a second despairing conclusion that most societies will be unable or unwilling to control the widespread abuse of robots. Obviously, this despairing conclusion does not bear on the ethical discussion called for in this paper. Put simply, the fact that we have allowed ethically undesirable things to happen in the past is no good argument in favour of continuing to do it in the future.

5. How far can we justify limits on individuals’ behaviour?

A second claim may be subsumed by the argument that mistreating human-like entities is wrong. This is the claim that certain activities are simply not acceptable, even if done in private to an artefact with no capacity to suffer. How much weight we give to this second claim depends on our beliefs about the relative value of individual freedom as opposed to society’s right to pass judgements. The classic argument in favour of individual liberty was made by J.S. Mill:

---

4 ‘Computer games’ should be read as including console-based, VR (virtual reality) games, and arcade games.
The only part of the conduct of anyone, for which he is amenable to society, is that which concerns others. In the part which merely concerns himself, his independence is, of right, absolute. Over himself, over his own body and mind, the individual is sovereign (Mill, 1859).

This view is an important constitutive principle of most Western secular societies. The tolerance of individuals’ private activities implied by this view is likely to be influential in debates on the ethics of mistreating robots. It is worth remarking in passing that many, if not most, religious groups are likely to take a view diametrically opposed to that implied by Mill, particularly in the case of robot companions used for sexual purposes.

This paper does not seek to challenge directly this particular principle of individual liberty. On the other hand, a couple of useful clarifications can be made. The first, and most important, is that the principle of individual liberty has hardly ever been extended to children, who are usually seen as needing some level of restriction. It might therefore seem consistent with the restrictions on personal liberty placed on children to adopt a similar attitude with respect to robot abuse. The second is that even the most libertarian societies do occasionally deem certain activities – for example certain types of sexual activity – to be unacceptable even when they are committed in private. This is the position which can be anticipated from the major Christian denominations, for example.

It would therefore be consistent for even the most tolerant societies to place some restrictions on robot abuse. A highly probable, though perhaps not inevitable, candidate for this sort of restriction would be the use of robots for paedophilic activities. When this matter is debated in the popular media it is unlikely that the separation of the claims made in this section will be so clearly made. The argument from sheer unacceptability will inevitably be conflated with the ‘they might do it for real’ argument.

A further possible conflation is that robot designers will generally be unwilling to be associated with uses of robots, or other intelligent technology, of which there is strong social disapproval. They may portray their unwillingness as ethical, when it is merely commercial.

The important ethical issue here is that of openly declaring some types of activities to be simply unacceptable. The list of unacceptable activities may be fairly short in tolerant Western societies but it would help both robot builders and users to discuss any items potentially on this list now. If the list is empty, that should be clearly stated. If there are intrinsically unacceptable activities then they should be made explicit. Candidate examples might be the use of robots in paraphilic sexual activities and purely as the victims of violence. Although the principle of individual liberty would suggest allowing this, there are clear reasons to believe that it could have morally unacceptable consequences. It may be that there are classes of users – for example children, or those with known psychiatric disorders that morally we should protect from the possibilities offered by the technology. The fact that, as discussed in previous section, we have already allowed a high degree of violent abuse in the context of computer games is not an argument for continuing to do so. Nor does it provide a good moral argument in favour of the list being empty. However, the claims of the principle of individual liberty will count very strongly, one suspects, for the other side in this debate.

As has already been remarked, there is no reason to anticipate widespread agreement on these issues. The central claim of this paper is simply that we need to begin this discussion now. An ideal result would be clear guidance on what, if anything, is on the list of unacceptable activities enshrined in the relevant professional codes and maybe eventually in law.

6. The ethics of ‘designing out’ problem human behaviour

Given the difficult ethical issues discussed in the previous sections and that a significant amount of the responsibility lies primarily with designers it might therefore seem that they are ethically bound to produce systems which minimise the possibility of abuse. There is current interest in software than can manipulate the affective state of users (du Boulay et al., 1999). Indeed at least one writer (Picard, 1998) has claimed that an ability to respond to human emotion is the next stage in Artificial Intelligence. These strands of research could become united in the deliberate attempt to design systems which take account of the emotional state of the user and behave in ways designed to minimise the possibility of any abuse.

Unfortunately, this is not a complete solution to the ethical problems described above. On the contrary, it simply introduces a further set of ethical problems.

One further ethical problem lies in the possibility that robot companions could become so much more well-suited to their owners’ affective tendencies that humans would wish to spend more time with them and less in human society. After all why would one want to engage in the uncertain, risky, and difficult interactions of human society when it is possible to purchase an artificial companion that indulges one’s every foible without complaint or even complaints only when you want it to?

This may sound like a science fiction possibility but it is already visible in small ways in current technology. The ability of an on-line book shop, for example, to recommend purchases based on stored information about every user vastly exceeds what one could reasonably expect of a human bookseller. A human (ideally) may have considerably more intelligence and genuine care for the customer but has to compete with the on-line system’s ability to store and rapidly access vast databases of purchases, ownership and similarities. A human bookseller could do this only for a handful of her best-known customers.

If a bookshop employs part-time workers at relatively low rates of pay, they are unlikely to be able to perform this sort of service at all. They may even become curt when
asked: “Have you got anything similar?” Customers will start to find the level of service from the non-human system superior to that which can be achieved by human systems under normal circumstances.

The technology of robot companions will undoubtedly offer a far higher level of knowledge of and adaptability to their individual users than do on-line retailers. The ethically interesting consequence is the way in which this will make them excessively attractive to their users. There is a distinct possibility that users may find interacting with their artificial companions more attractive than interacting with human companions. This leads to the worry that people will not willingly venture out to meet other humans, since their robot companions offer them a safer and more fulfilling interaction.

The possibility of this leading to a dystopia where human society breaks down irretrievably has been detailed by the social psychologist Frude (1983). We cannot be sure just how likely this is to happen from the perspective of the present but Frude saw the process as inevitable. Boden (2006) gives a comprehensive list of current technological developments which could help bring about convincing ‘artificial companions’. This combination of technical potential and human desire is worrying, if nothing more.

In terms of the ethics of design, we do not need to accept the full dystopian vision of the future. Smaller effects in the reduction of social skills by those who spend too much of their time with robot companions are also worrying. Individuals who are more socially awkward will have less incentive to improve their social skills if robot designers are prepared to meet their needs for companionship by artificial means. If this matter is left solely to the market then there is the distinct possibility that some users will be disadvantaged by their use (or over-use) of the technology.

There are a number of responses that might be made by robot designers to these ethical worries. The first would be to claim that they are only giving users what they want. If people want to spend their time with artificial rather than real companions then society has no right to attempt to prevent them.

It is clear that society has every right to prevent this sort of development if it threatens the continued existence of social practices which are considered important. It is a primary function of government and law to ensure that people live in reasonable harmony. Since this technology has the potential to be antisocial, in the most literal sense of the word, societies have the clear duty to protect themselves against its worst effects. A second, related response might be to observe that we have, as a matter of history, largely accepted the similar dissociating effects of previous technologies such as television. Of course the fact that this has happened in past (in itself debatable) does not provide any argument in favour of our allowing it to happen in the future.

A third response might be to propose to use robot companions only in a limited and ethically responsible manner. In the case of the care of the elderly, it might be argued that the robot companions should only be made available to those people whose family and friends are not available to help in their care. This response is certainly ethically preferable to that of ‘just giving people what they want’. However, it leads to some further difficult ethical dilemmas. For example, should we indiscriminately allow old people to purchase (where they can afford it) robot carers? Or should we first determine whether it might be better to persuade their younger family members to care for them? What criteria might we use to decide? Should we allow socially awkward young people to freely purchase robot companions? Or is this too hastily condemning them to social isolation which we would be better advised to try to remedy – perhaps by training in social skills?

These dilemmas are more of a problem for society as a whole than for robot designers and governments and legislators may have to play key roles. However, everybody engaged in the design of robots needs to give at least some attention to these issues. This is firstly because they affect the general reaction to and enthusiasm for the technology and secondly because they bear on the design of the technology. It is usually a design goal to make the interaction with the user as attractive as possible. This may well not be always ethically correct.

A fourth, primarily technological, response by robot designers might be to use human–human interactions as a template. It might be argued that if the robot companion behaves more or less as a human would do under the same circumstances then these ethical dilemmas are much reduced. In terms of the attractiveness of the interaction, it need be no more and no less attractive than interacting with a human. In as much as this turns out to be technically feasible, it should be ethically desirable.

Unfortunately this fourth response leads us straight back into the ethical problem of the first section. Robots that behave more or less as humans do are precisely the sort of robots that are most likely to be abused. If we design systems that appear to express anger or loss of temper when treated unreasonably or ‘insulted’ by users then that will tend to prompt abusive, maybe even violent, behaviour in the user. The need for the sort of ethical debate called for in this paper should be clear. Not only will it sometimes be hard to be a robot, it will sometimes be hard to be a robot interaction designer too.

7. Can we apply existing ethical principles to this area?

Since the technologies discussed in this paper are under development, rather than in widespread use, there is at least a possibility that they might be seen as requiring new approaches to ethics. The growing field of roboethics is certainly prompting moral philosophers to re-examine some fundamental assumptions. It is a key claim of this paper that we already have adequate established ethical and metaethical principles with which to deal with the problems under consideration. It is possible, therefore, to
resolve the issues under discussion with our existing ethical concepts.

One of the most powerful arguments in favour of the view that conventional ethics apply to this area might be called ‘technological transparency’. This stresses the unimportance of technological developments to fundamental moral arguments. There is no moral difference between the wrongness of injuring someone with a horse-drawn vehicle and injuring them in a similar fashion with a modern car. The wrongness of this act stems from its human consequences, not from the technological means by which it is performed. The technology in this case may be relevant to moral discussion in that it may provide a greater number of opportunities for immoral acts to a greater number of people, but the wrongness of the act is unaffected by the nature of the technology used to perform it.

A counter-argument to this is the claim that the problems emerge with new technology demand new ethical responses. This is often framed in terms of the technology actually altering the society which adopts it. In short, this counter-argument would entail that the ethics of a society with widespread usage of robot companions is different from the present society and we should not force our values upon it. The premise of this argument which claims that societies with widespread usage of robot companions will be different from present societies seems highly plausible. The conclusion that we cannot therefore adopt an ethical stance towards it is less secure, however.

There are a number of ways of dealing with this type of counter-argument. Firstly, it must be pointed out that it contains a degree of social relativism that is excessive, if not bizarre. If we cannot ever legitimately apply existing moral principles to the (perhaps much changed) society of the future then, taken to its logical conclusion, such total neutrality entails that we must be ethically neutral towards any potentially society-changing events.

A more convincing dismissal of the counter-argument is to show that the transition from the present state to the future society consists of a number of small steps. Every decision in this process contains an ethical element because it is causative in bringing about the change. Decisions about what sorts of robotic research to fund; decisions about what sort of user to design for; decisions about what is an appropriate interface; and decisions about who should have access to the technology all play a part in bringing about the future we are considering. This paper calls for ethical discussion and, wherever appropriate, ethical input in all of these stages.

8. Conclusions

The evidence that has already emerged on human behaviour suggests that there is a need to take ethical issues into account in the design of robot companions. There would seem to be an urgent need for professional codes of conduct to be extended to the areas under discussion. It would also be better to have an awareness of the ethical implications in the general public before market forces drive this technology into everybody’s lives.

The best time to consider the ethical implications of widespread car ownership would have been before we had built an infrastructure around car usage that makes it very difficult for people to give up, or even reduce, their usage of this technology. The same almost certainly applies to robot companions. We need to discuss the ethical implications of their widespread ownership before we reach a stage where people feel that they cannot live without them.

The overall picture is worrying, particularly when we consider what has happened with some previous technologies. The penultimate section argues that it may often be unethical to build robots that are inappropriately pleasant to their users. Unfortunately, this will probably be precisely what the market demands. Even if robot manufacturers are prevented by law from producing intelligent artefacts that tolerate morally incorrect behaviour by their users, one can safely predict hacking and illegal modifications to allow this. There is also an international dimension to this problem. Individual governments may be largely powerless to steer the development of the technology in the ways called for.

Returning to the analogy with cars gives more grounds for pessimism. Car manufacturers have tended to produce cars that will sell well, rather than perform ethically. The continued and deliberate lack of attention to crash safety by US manufacturers through the 50s and 60s would be a good example. This is the sort of ethical issue that cannot be readily solved by markets and may be extremely resistant to legislation. Modern businesses often express the desire to behave in an ethical manner. However, in the absence of the sort of debate called for in this paper they will be motivated primarily by market demand, rather than these ethical considerations. Those who are concerned about ethics may have to fight to be heard. It is worth stating again that these practical difficulties do not amount to an argument for neglecting the ethics of this area.

Despite all this concentration on negative impacts, it is important to close by stating once again that there are many positive benefits to this technology, even in the areas under discussion. There seems little doubt that, despite the problems considered in the paper, robot companions are a worthwhile and useful technology. We will be changed by the technology and perhaps not always for the better but it will significantly improve life for many people. Even if the abuse of robots becomes widespread this may give us important scientific insights into the roots of human abusive behaviour. After all, we are just humans.
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